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1. **Title of paper: An Integrated Architecture for Prediction of Heart Disease from the Medical Database**

**Name of the Authors: Gunasekar Thangarasu, Kayalvizhi Subramanian and P. D. D. Dominic**

**Year of Publication: 2018**

**Summary Points:**

**The paper discusses the design of a new framework for predicting heart disease using a combined technique of Hesitant Fuzzy based Decision tree Algorithm and Genetic algorithm. The study aimed to help identify methods and procedures for predicting heart disease to assist medical practitioners in an efficient way.**

**The proposed algorithms, Hesitant Fuzzy based Decision tree Algorithm and Genetic algorithm, were capable of tolerating a certain level of noise data, but when the health conditions of people are more complex, the noise data can sometimes lead to misleading results.**

**The study acknowledges the complexity of human health which covers genetic and environmental factors. The proposed work encourages progression and provides hope for application in identifying different illnesses such as diabetic disease and hypertension, among others.**

**The architecture that was developed provides insight into decision-making in identifying patient risk prediction using both structured and unstructured data. The design strategies that encouraged progression included the evolution of a new tool.**

**In conclusion, this paper provides valuable insight into the design of a new framework for predicting heart disease using a combined technique of Hesitant Fuzzy based Decision tree Algorithm and Genetic algorithm. While the study has its limitations, its future work provides hope for the development of tools and design strategies that encourage progression.**

1. **Title of paper: Big Data Analysis for Prediction of Coronary Artery Disease**

**Name of the Authors: Prerna Jain, Amandeep Kaur**

**Year of Publication: 2018**

**Summary Points:**

**The provided PDF contains information on various case studies using big data tools in healthcare. The following algorithms and techniques are discussed in the PDF:**

**1. K-means clustering algorithm for the analysis and data archival of HIV/AIDS disease data using Big data tool Mongo DB.**

**2. Genetic algorithm for the analysis and data archival of mental health data using Big data tool Mongo DB.**

**3. Machine learning, virtual screening, map reduce, and Mahout for the design and identification of drug for breast cancer.**

**The authors mention the use of Big data tools and techniques for managing, extracting, storing, and analyzing large amounts of healthcare data. The methodology used for these case studies consists of three core models: data input, analytic model, and decision support tools that improve business value and increase healthcare data management.**

**Advantages of using Big data tools and techniques in healthcare include an improved way of treatment, cost reduction, and time-saving. The big data tools and techniques help in managing, extracting, and storing large amounts of data, which have become increasingly difficult to analyze due to the rapid increase in patients, diseases, doctors, and hospitals.**

**Future scope includes the usage of Big data tools and techniques in various sectors like healthcare, public sector, retail, manufacture, and personal location data.**

1. **Title of paper: Diabetes Disease Prediction using Machine Learning on Big Data of Healthcare**

**Name of the Authors: Ayman Mir, Sudhir N. Dhage**

**Year of Publication: 2021**

**Summary Points:**

**The PDF file describes a research study on the use of machine learning algorithms for the classification of the Diabetes disease. The WEKA tool, a machine learning and data mining toolkit, is used to evaluate different machine learning techniques on real-time data. Four machine learning algorithms were used; Naive Bayes, SVM, Random Forest, and Simple CART. The study utilized the Pima Indians Diabetes Database as input for the classifiers implemented using various algorithms. The dataset contains 768 instances, including 9 attributes and two target classes that are tested positive and tested negative.**

**The proposed methodology involved preprocessing the input dataset using WEKA tool, training and testing the dataset using the four machine learning algorithms, and gathering results. The methodology flowchart is depicted in Figure 2 of the PDF. The best performing algorithm can be determined based on the experimental results for building a classification model to predict the diabetes disease.**

**The research used the WEKA tool to perform performance evaluation and comparison of various machine learning techniques conveniently on real-time data. The limitations of the methodology were not discussed in the given pages of the PDF. The future scope of the study includes testing the proposed methodology on different datasets and comparing its performance with other existing methods.**

1. **Title of paper: Prediction of Chronic Disease by Machine Learning**

**Name of the Authors: Anandajayam.P, Aravindkumar.S, Arun.P, Ajith.A**

**Year of Publication: 2021**

**Summary Points:**

**Based on the PDF, the following points can be summarized:**

**Algorithms used: Support Vector Machine (SVM), Recurrent Neural Network (RNN), Decision Tree, and Naive Bayes were used as algorithms for the analysis.**

**Methodology/Architecture used: The SVM method used the Poly method where a circular or irregular shape was drawn over the x and y axis, and features were extracted using the given formula. The RNN method had loops that used information from previous passes in a network. The Decision Tree method involved apportioning the informational index into subsets, pruning, and tree selection. The Naive Bayes classifier required a small amount of training data to estimate.**

**Advantages and disadvantages of methodology/architecture: SVM is good for classification tasks, but the training time is slower. RNN is useful for modeling sequences of data, but it can suffer from vanishing gradient problems. Decision Trees are easy to understand and interpret, but they can overfit and lead to unstable results. Naive Bayes classifiers are simple and require less training data, but assumptions of independence can be unrealistic.**

**Future scope: The PDF does not mention specific future scope related to the analysis methods.**

**Remarks: The PDF provides detailed descriptions and formulas for each analysis method along with visual representations and performance metrics. It is a helpful source for gaining an understanding of the algorithms and their applications.**

1. **Title of paper: Prediction of Diabetes Using Machine Learning Algorithms in Healthcare**

**Name of the Authors: Muhammad Azeem Sarwar, Nasir Kamal, Wajeeha Hamid, Munam Ali Shah**

**Year of Publication: 2018**

**Summary Points:**

**The important points discussed in the paper as follows:**

**Algorithms Used: The paper discusses the application of various machine learning algorithms in predictive analytics for healthcare. Specifically, the Support Vector Machines (SVM) algorithm was used for the prediction of Hydrocephalus, prediction of diabetes types, complications, and treatments.**

**Methodology/Architecture Used: The methodology used in the paper involved obtaining a large dataset of healthcare, preprocessing the data, and applying various machine learning algorithms on the dataset. Hadoop MapReduce was also used for processing the large dataset, and results were distributed over different servers based on the geographical locations.**

**Advantages & Disadvantages of Methodology/Architecture: The use of machine learning algorithms in predictive analytics for healthcare can help in disease prediction, better decision making, and patient treatment. However, the methodology may require a large amount of data and computational resources, and the accuracy and performance of the applied algorithms may vary based on the nature of the dataset.**

**Future Scope: The paper provides a comprehensive survey of the literature on big data analytics and machine learning for healthcare and presents the potential of predictive analytics in disease prediction, better decision making, and patient treatment. The authors suggest further research can be done in exploring other machine learning techniques and optimal architecture for processing large data sets.**

**Remarks: The paper seems to provide a detailed overview of the predictive analytics in healthcare, including the relevant literature and the application of various machine learning algorithms. However, it does not cover all aspects, and further research may be required for a more comprehensive understanding of the field.**

1. **Title of paper: Disease Prediction Using Machine Learning Over Big Data**

**Name of the Authors: Shraddha Subhash Shirsath, Prof. Shubhangi Patil**

**Year of Publication: 2018**

**Summary Points:**

**The PDF discusses a proposed healthcare big data system that relies on the Naive Bayes algorithm for disease prediction. The system architecture involves using the Naive Bayes algorithm to clarify the hospital data which is then stored. The CNN algorithm is used for extracting text characteristics for selecting characteristics automatically from a large pool of data. Both structured and unstructured hospital data are used for the CNN-MDRP algorithm, which ultimately helps to improve disease prediction accuracy. The Naive Bayes algorithm converts the dataset into a frequency table and creates a likelihood table by finding probabilities. This algorithm is useful for a large amount of data sets but performs poorly when numerical data is involved in the training set.**

**The system requires a configuration that includes JDK 1.8, Mongo DB database, and Apache Tomcat server. There is a lot of missing data due to human error, so data imputations are performed to fill structured data. Data integration is used for processing data to improve its quality.**

**The advantages of the proposed system include its ability to predict diseases accurately over a large volume of data from a hospital. The methodology used allows for the automatic selection of characteristics from a large volume of data. However, the disadvantage of the Naive Bayes algorithm is its poor performance with numerical data in the training set.**

**In the future, the proposed system could be enhanced with the addition of more machine learning algorithms to improve disease prediction accuracy. Additionally, the system could be used in other domains, such as finance, weather forecasting, and more.**

1. **Title of paper: Big Data Analytics for Prediction Modelling in Healthcare Databases**

**Name of the Authors: Ritu Chauhan, Eiad Yafi**

**Year of Publication: 2021**

**Summary Points:**

**Algorithms used: The PDF mentions several algorithms for data analysis and mining such as data clustering, SPAM (Spatial Algorithm for Mining Grid Data), fluorescence navigation with indocyanine green, and more.**

**Methodology/architecture used: The paper discusses varied data analytics approaches used in healthcare in the past. In section III, the methodology for detecting patterns among the big databases is discussed using data clustering, machine learning, and other methods. The article also discusses the use of Big Data Analytics for ICT monitoring and development.**

**Advantages & Disadvantages: The PDF does not provide a detailed discussion on the advantages and disadvantages of the methodologies used, but it highlights that Big Data Analytics can identify and manage high-risk and high-cost patients, making it useful for quality improvement initiatives.**

**Future Scope: The article suggests that Big Data Analytics is an opportunity for healthcare research, despite challenges such as data privacy concerns, data integration, and data quality. The paper concludes that big data can become a cornerstone for quality improvement, research, and cost optimization in healthcare.**

1. **Title of paper: Big Data Analytics in Healthcare**

**Name of the Authors: Guorong Chen, Mohaiminul Islam**

**Year of Publication: 2019**

**Summary Points:**

**The PDF file provides a comprehensive overview of the benefits and significance of big data analytics in the healthcare industry. It starts by discussing the need for healthcare organizations to prioritize improving patient care and enhancing access to healthcare services. It notes that while patients and their families spend a lot of money on healthcare services, many healthcare providers do not offer high-quality care, which can be harmful to patients. The PDF emphasizes the importance of innovative technologies in this regard.**

**The PDF then explains how modern technology, such as robots, digital health records, and predictive machines, is transforming the medical sector, making it more efficient, and improving patient outcomes. Big data analytics has emerged as a powerful tool in this regard. Using big data analytics, healthcare providers can collect, process, analyze, and visualize large amounts of data to uncover patterns, insights, and new treatments for various health conditions.**

**The PDF describes the three main steps of the big data analytics process, which are data collection, processing, and analysis. It notes that healthcare organizations can use various data sources and tools to process, visualize, and analyze data and extract meaningful insights into patient health. The PDF mentions that one of the significant advantages of big data analytics is its ability to uncover unknown contextual patterns and insights by examining large datasets.**

**Lastly, the PDF provides examples of healthcare applications and tools that are currently available for use in the industry, such as Electronic Health Records (EHRs), Real-Time Alerting systems, Predictive Analytics, and tools that help reduce fraud and enhance security. The PDF highlights the benefits of EHRs in particular, explaining how they enable patients to save all of their data electronically, making it easier to transfer it to doctors or other healthcare professionals.**

1. **Title of paper: Performance Analysis of Supervised Machine Learning Algorithms on Medical Dataset**

**Name of the Authors: Amit Juyal, Chetan Pandey, Janmejay Pant, Ankur Dumka, Vikas Tomar**

**Year of Publication: 2020**

**Summary Points:**

**This PDF is about the performance analysis of supervised machine learning algorithms on a medical dataset. The study uses an ensemble learning method to predict heart problems and compares the performance of various evaluating parameters such as F-measure, Recall, ROC, precision, and accuracy. The study uses various classifiers, such as Decision Tree (DT), Naïve Bayes (NB), Support Vector Machine (SVM), Random Forest (RF) algorithms for predicting heart problems. The result showed that by combining two ML algorithms, DT with NB, 81.1% accuracy was achieved. Simultaneously, models like the Support Vector machine (SVM), Decision tree, Naïve Bayes, Random Forest models were also trained and tested individually.**

**The paper describes the importance of medical diagnosis using machine learning algorithms, and how machine learning is used in various areas, such as biometric recognition, handwriting recognition, and medical diagnosis. The study concludes that the use of ensemble learning methods in machine learning can help to improve the prediction of heart-related problems in patients, thus helping doctors to diagnose the diseases accurately and start treatment in time.**

**Regarding the methodology/architecture used, the study uses the supervised learning method to predict heart disease. This method is suitable for classifying input data based on labeled examples for each class. The advantages of supervised learning are that it produces accurate predictions and is easy to implement. However, one major disadvantage of supervised learning is that it requires a large amount of labeled data for training the model.**

**The future scope of the study lies in the further improvement of the accuracy of the predictions using machine learning algorithms, which can help in the accurate diagnosis of heart-related problems.**

1. **Title of paper: Analytical Approach towards Prediction of Diseases Using Machine Learning Algorithms**

**Name of the Authors: Ayushi Grover, Anukriti Kalani, Sanjay Kumar Dubey**

**Year of Publication: 2020**

**Summary Points:**

**Algorithms used: Various machine learning algorithms were evaluated for their predictive capability in healthcare domain by utilizing big data analytics and data mining techniques. Some of the algorithms mentioned are Convolutional neural network, Support Vector Machines, Random Forest, K-Nearest Neighbors, and Naïve Bayes.**

**Methodology/architecture used: The methodology used involved abstraction and examination of data using Electronic Health Record datasets followed by application of machine learning algorithms to predict diseases such as heart disease. A model was predicted which employed the EHR data and ML algorithms were applied to this data to predict heart disease.**

**Advantages and disadvantages of methodology/architecture: The advantages of the methodology are the potential to aid in the early and accurate prediction of diseases, which could decrease the rate of fatality. The results generated from machine learning algorithms are compared based on precision and effective time taken for analysis of patient data in the healthcare domain. The disadvantages of the methodology were not mentioned.**

**Future scope: It is suggested that the utilization of wearable technology can enable human-cloud integration in the next generation of the healthcare domain.**

**Remarks: Evaluating the potential of machine learning algorithms by employing big data analytics and data mining techniques for the prediction of diseases in the healthcare domain. The evaluation is based on precision and effective time taken for analysis of patient data.**

1. **Title of paper: Predictive Analytics Model Based on Multiclass Classification for Asthma Severity by Using Random Forest Algorithm**

**Name of the Authors: Wasif Akbar, Sehrish Saleem, Wei-Ping Wu, Arslan Javed, Muhammad Faheem, Muhammad Asim Saleem**

**Year of Publication: 2020**

**Summary Points:**

**The PDF discuss the use of big data analytics in the healthcare community. Various models and techniques have been presented to quantify and interpret changes in human activities for healthcare applications. The proposed PAM-RF method predicts the severity level of asthma disease using statistical classification techniques and random forest machine learning algorithms. The dataset used for prediction contains 16000 patient records with different respiratory diseases.**

**Algorithms used include regular pattern mining, cluster analysis, prediction, deep learning applications, and machine learning algorithms such as Random Forest. The methodology used involves statistical classification techniques and the construction of a prediction model with data. The dataset is collected from multiple hospitals and loaded into an RDD.**

**Advantages of the methodology used include high accuracy and fault tolerance in processing large datasets in a scalable manner. Disadvantages may include the need for high computational power and large amounts of data for effective implementation.**

**Future scope of this research includes the potential for real-time analysis of medical big data using Spark Streaming and Apache Kafka in the healthcare industry.**

1. **Title of paper: PREDICTION OF PROBABILITY OF DISEASE BASED ON SYMPTOMS USING MACHINE LEARNING ALGORITHM**

**Name of the Authors: Harini D K, Natesh M**

**Year of Publication: 2018**

**Summary Points:**

**the PDF discusses a proposed system for disease risk prediction in the healthcare field. The proposed system combines both structured and unstructured data from medical records using machine learning algorithms like latent factor model and CNN-MDRP. The system also consults with hospital experts to extract useful features for structured data and selects features automatically using a CNN algorithm for unstructured text data. The proposed CNN-MDRP algorithm provides higher accuracy in disease prediction by leveraging both structured and unstructured data of patients.**

**The methodology proposed in the PDF aims to improve the accuracy of risk classification in disease prediction using machine learning algorithms and data from medical records. The methodology involves collecting data from studies, patient examination, and clinical trial information to train the machine learning models. The system architecture comprises a convolutional neural network-based multimodal disease risk prediction algorithm that combines structured and unstructured data from the hospital.**

**The advantages of the proposed system include higher accuracy in disease prediction through the use of structured and unstructured data, and the proposed CNN-MDRP algorithm. However, the disadvantages of the system are not explicitly mentioned in the provided pages.**

**The future scope of the system involves improving the accuracy of the machine learning models used and expanding the data sources to other hospitals for better validation.**

1. **Title of paper: Prediction and Analysis of Heart Disease Using Data Mining Techniques**

**Name of the Authors: Anusha N.B, Chaitra K, Chandana H.M, Kiran G, Swathi D.V**

**Year of Publication: 2020**

**Summary Points:**

**Based on the PDF, here are the summarized important points:**

**Algorithms used: K-Nearest Neighbor Algorithm and Principle Component Analysis Algorithm were used for data mining in the diagnosis of heart disease.**

**Methodology/Architecture used: The proposed work includes the collection of raw data, training data using Inception model, testing of data, and determining accuracy. The system design involves software testing, which can be done manually or using automated tools.**

**Advantages & disadvantages of methodology/architecture: The use of K-Nearest Neighbor Algorithm and Principle Component Analysis Algorithm showed an improved accuracy in the diagnosis of heart disease. However, the limitations of manual testing and the need for hundreds of nodes for stress testing were noted.**

**Future scope: The study can be expanded to include other data mining techniques for the diagnosis of various diseases. Additionally, automation can be further developed to improve the efficiency of software testing.**

1. **Title of paper: Role of IoT and Bigdata Analytics in Healthcare for Disease Prediction**

**Name of the Authors: Yasmeen Shaikh, V. K. Parvati, S. R. Biradar**

**Year of Publication: 2020**

**Summary Points:**

**The PDF file includes various articles that focus on big data analytics in the healthcare industry. The first page provides an introduction to the document, highlighting the importance of working together to prevent chronic diseases and make medical facilities more easily available. Various literature reviews conducted by different authors, discussing big data in healthcare, and the benefits of integrating information from different sources in real-time.**

**Discussion on the role of big data analytics in healthcare. Highlights the importance of integrating healthcare data and the ability to use big data analytics to improve patient care and reduce costs.**

**The challenges of deploying big data analytical technologies in healthcare. The authors discuss the importance of data privacy and the potential risks associated with handling patient data.**

**Discusses the importance of proper training and methodology utilization for big data analytical techniques. Emphasizes the need for a proper framework for storage of the large volume of data collected in healthcare.**

**Talks about the benefits of big data analytics in healthcare, which include improved patient care, reduced costs, increased satisfaction, and timely prediction of diseases. Electronic health records are critical to achieving advanced patient care.**

1. **Title of paper: Performance Evaluation of Supervised Machine Learning Algorithms in Prediction of Heart Disease**

**Name of the Authors: P. Sujatha, K. Mahalakshmi**

**Year of Publication: 2020**

**Summary Points:**

**Based on the information provided in the PDF, the following are the important points:**

**Algorithms used: The PDF describes multiple supervised machine learning algorithms that were implemented on heart disease dataset from Kaggle website using the Python 3.7 tool. The heart disease dataset contains 303 records and includes both positive and negative observations. The PDF does not mention specific algorithms used beyond the general reference to "popular supervised machine learning algorithms", but does evaluate and compare performance using metrics such as accuracy, precision, F1-score, and AUC.**

**Methodology/Architecture used: The methodology used was supervised machine learning with a focus on preprocessing, feature selection, and training/testing the classifiers. Feature selection was done with Boruta feature selection technique, which selects the most significant attributes from the dataset with respect to an outcome variable and eliminates unrelated and redundant attributes. The PDF contains a detailed description of the features selected, including their description and meaning. The classifiers were split into 70% training and 30% testing, and confusion matrix was visualized to estimate the performance of the algorithms.**

**Advantages & disadvantages of methodology/architecture: The PDF does not mention specific advantages or disadvantages of the methodology used, but does note that inconsistent and incomplete data can significantly influence the performance of machine learning algorithms.**

**Future scope: The PDF does mention areas for improvement such as more complete and consistent data, and the improvement of accuracy by the selection of more significant features.**

1. **Title of paper: Heart Disease Prediction using Machine Learning**

**Name of the Authors: S.Nandhini, Monojit Debnath, Anurag Sharma, Pushkar**

**Year of Publication: 2018**

**Summary Points:**

**This PDF file discusses a system for real-time prediction of heart disease that can be used by patients with coronary disease. The system is able to monitor and predict heart disease using machine learning algorithms such as Naive Bayes, Support Vector Machines (SVM), Logistic Regression, and Decision Trees. The diagnosis system is based on the heart disease dataset instance.**

**The system is very inexpensive as it uses a pulse sensor and sends data to a mobile device via an Arduino suite microcontroller. The methodology/architecture includes an end-to-end privacy mechanism that only allows the patient or doctor to view the patient's details with the approval of the patient, ensuring privacy protection.**

**The advantages of this system include its real-time prediction capabilities and ability to monitor heart disease. Additionally, the system is inexpensive and includes a privacy mechanism for protecting patient privacy. The disadvantages of the methodology and architecture used are not discussed in this PDF file.**

**Future scope of the system includes further research and development to improve its accuracy and effectiveness as well as the inclusivity of more dataset instances for improved prediction accuracy.**